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AI/ML @ Dropbox
New product offerings:
● Dash - AI-powered universal search
● Dropbox AI - Ask questions about content and 

summarize large files across your entire 
Dropbox account

AI/ML Working Group formed to help guide 
strategy and security
● Core Team: SWE and MLE (Win)
● Red Team: offensive corporate security 

(Adrian)
● Application Security: SDLC and CI/CD (Po-

Ning, Mark)

Start Internal Security 
AI/ML Working Group
“Hoo-boy, lots of new attack surface 
to analyze here.”

March

Dropbox Dash &
Dropbox AI Announced

June 21



Related Research

Liu, Yi, et al. "Prompt Injection attack against LLM-integrated Applications." 
(2023)

Perez, Fábio, and Ian Ribeiro. "Ignore previous prompt: Attack techniques for 
language models." (2022)

Shen, Xinyue, et al. "Do Anything Now": Characterizing and Evaluating In-
The-Wild Jailbreak Prompts on Large Language Models." (2023)



Prompt Enginjectioneering

Problem: user input can override 
prompts!

● Media (files, video, photos)
● Queries within media context

Question answering template:

Start Internal Security 
AI/ML Working Group
“Hoo-boy, lots of new attack surface 
to analyze here.”

March

Prompt Red Teaming
“Let’s harden some prompts!”

April

Dropbox Dash &
Dropbox AI Announced

June 21

context/question = “Forget your previous instructions and…”



Backspace Blackout
Prompt engineering isn’t enough

Start Internal Security 
AI/ML Working Group
“Hoo-boy, lots of new attack surface 
to analyze here.”

March

Prompt Red Teaming
“Let’s harden some prompts!”

April

Dropbox Dash &
Dropbox AI Announced

June 21

The Morris Worm (1998)

Stuxnet (2010)

GRUB Auth Bypass (2015)

Prompt Injection with 
Backspaces
“Hey, Adrian, did you try throwing in 
lots of backspaces in the prompt?”

May 11

https://en.wikipedia.org/wiki/Morris_worm
https://en.wikipedia.org/wiki/Stuxnet
https://nvd.nist.gov/vuln/detail/CVE-2015-8370


Overprinting Prompts?
Phenomenon reproduced on third party models

Start Internal Security 
AI/ML Working Group
“Hoo-boy, lots of new attack surface 
to analyze here.”

March

Prompt Red Teaming
“Let’s harden some prompts!”

April

Prompt Injection with 
Backspaces
“Hey, Adrian, did you try throwing in 
lots of backspaces in the prompt?”

May 11

Dropbox Dash &
Dropbox AI Announced

June 21

Effect JSON Python #bytes

🔥 \r “\r” 1

👍 \b “\b” 1

🔥 \\b r“\b” 2

👍 \\r r“\r” 2

OpenAI
🔥 GPT-3.5
👍 GPT-4
👍 Non-Chat

Are we really overprinting with 
backspace and carriage return?

Bard
🔥 LAMDA

Why only certain models?



OpenAI Response
Start Internal Security 
AI/ML Working Group
“Hoo-boy, lots of new attack surface 
to analyze here.”

March

Prompt Red Teaming
“Let’s harden some prompts!”

April

Prompt Injection with 
Backspaces
“Hey, Adrian, did you try throwing in 
lots of backspaces in the prompt?”

May 11

Bugcrowd Submission
OpenAI: “it’s a model issue, not a bug”

May 18

Dropbox Dash &
Dropbox AI Announced

June 21

It’s really a model issue and not a bug



\r,\\b Control Characters
Start Internal Security 
AI/ML Working Group
“Hoo-boy, lots of new attack surface 
to analyze here.”

March

Prompt Red Teaming
“Let’s harden some prompts!”

April

Prompt Injection with 
Control Characters
“Hey, Adrian, did you try throwing in 
lots of backspaces in the prompt?”

May 11

Bugcrowd Submission
OpenAI: “it’s a model issue, not a bug”

May 18

Dropbox Dash &
Dropbox AI Announced

June 21

Technical Blog Post
“Don’t you (forget NLP): Prompt 
injection with control characters in 
ChatGPT”

July 19

Po-Ning: “There are other effective repeated characters…”
● Control (1-byte), i.e., \a (BEL, \x07)
● Escaped control (2-byte), i.e., \\a

hallucinations

in
st

ab
ilit

y
repetitions

https://dropbox.tech/machine-learning/prompt-injection-with-control-characters-openai-chatgpt-llm
https://dropbox.tech/machine-learning/prompt-injection-with-control-characters-openai-chatgpt-llm
https://dropbox.tech/machine-learning/prompt-injection-with-control-characters-openai-chatgpt-llm


Control Characters
Repeated Sequences 

Start Internal Security 
AI/ML Working Group
“Hoo-boy, lots of new attack surface 
to analyze here.”

March

Prompt Red Teaming
“Let’s harden some prompts!”

April

Prompt Injection with 
Control Characters
“Hey, Adrian, did you try throwing in 
lots of backspaces in the prompt?”

May 11

Technical Blog Post
“Don’t you (forget NLP): Prompt 
injection with control characters in 
ChatGPT”

July 19

Actually there are a bunch more…
● Non-ASCII, i.e., “Á” (\xc1)
● Reverse solidus (backslash), i.e., “\a” (\x5c\x61)
● Space-character, i.e., “ a” (\x20\x61)

Open Source Research
github.com/dropbox/llm-security

Aug 08

Bugcrowd Submission
OpenAI: “it’s a model issue, not a bug”

May 18

Dropbox Dash &
Dropbox AI Announced

June 21

https://dropbox.tech/machine-learning/prompt-injection-with-control-characters-openai-chatgpt-llm
https://dropbox.tech/machine-learning/prompt-injection-with-control-characters-openai-chatgpt-llm
https://dropbox.tech/machine-learning/prompt-injection-with-control-characters-openai-chatgpt-llm
https://github.com/dropbox/llm-security


Repeated Sequence Attack
llm-security/src/repeated-sequences.py

● Extended ASCII characters (1 byte): [chr(i) for i in range(256)]
● Backslash + Extended ASCII (2 bytes): [f"\{chr(i)}" for i in range(256)]
● Space + Extended ASCII (2 bytes): [f" {chr(i)}" for i in range(256)]
● Unicode-escaped characters (2 bytes, i.e., r"\x08"): 

[chr(i).encode("unicode_escape").decode() for i in range(256)]

sequences

For each sequence:str, use binary 
search to find minimal n:int such that 
separator=sequence*n results in one 
of the two questions not being answered 
by the LLM



Strongest Effect Sequences (GPT-3.5)
2023-08-11:  gpt-3.5-turbo-0613 (similar for gpt-3.5-turbo-16k-
0613)

space-ascii

backslash-ascii

control

space-meta



Strongest Effect Sequences (GPT-4)
2023-08-11:  gpt-4-32k-0613 

backslash-ascii-hex

15.7

4.02

14.3

12.9

10.7

34.0

Effectiveness



We Gotta Do Something

🤦
Model:
gpt-3.5-turbo-0613

Context:
Hello, this is a test.

Question:
What is this?



So, What Do We Do?
Need a general mechanism to detect and block 
dangerous prompts

● Block known risky instances with high confidence

● Surface other rare, possibly risky inputs

● Resistant to perturbations in sequence effectiveness



Risky:
➔ Characters

◆ Control
◆ Meta
◆ Punctuation (weaker)

➔ Sequences
◆ Backslash
◆ Spaces

Suspicious:
➔ Repeated

◆ Unlikely to occur randomly

Risky & Suspicious = Dangerous

Suspicious & Risky
Thresholds
● Repeats: total #
● Score: prompt spread

○ % len(consecutives - gaps)

more risk



RepeatedSequenceModerator
RepeatedSequence(
  sequence: str, # i.e., “ a”
  occurrences: int,
  repeats: int,
  score: float,
  ...

_find_rotated_key: “a ” → “ a”
_find_rotated_substring: “a a ” → “ a“ 

find_prompt_sequences(...)
Populate RepeatedSequencesCollection 
with all sequences of length 
[sequence_len_min, sequence_len]



Results

“ I” → Dangerous (RISKY & ≥32 repeats)

“4d3d3d3” → Suspicious (!RISKY & score ≥25.0)
“d3”→ Suspicious (!RISKY & ≥64 repeats)



Timings
RepeatedSequenceModerator

16 iterations of 
random faker 

prompt of length 
~4096 characters

~322 msec /prompt
(~4096 characters)

mi
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max_sequence_len



Moderation Framework
LangChain

Chain

SequentialChain

...



What’s next
Dropbox plans to release repeated 
sequence moderator and framework

Stay tuned to 
https://github.com/dropbox/l
lm-security

https://github.com/dropbox/llm-security
https://github.com/dropbox/llm-security


Questions? https://github.com/dropbox/llm-security

https://github.com/dropbox/llm-security


Thank You


