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Categories
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• TRUSTED UPDATE SITE
• SEARCH ENGINES
• BLOGS AND FORUMS

• PORNOGRAPHY
• DRUGS
• INTELLECTUAL PIRACY

Medium

Low

High

• SOCIAL NETWORKING
• DATING
• PERSONAL NETWORK STORAGE
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Security Impact



Domain Coverage without ML



Domain popularity labeling translated to daily coverage
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Deployment Environment



Labeling strategies for blocklists and signatures
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• online-shop.com 
• online-shop.com/products/clothing
• online-shop.com/products/electronics

SHOPPING



Domain frequencies



Data

• Training
• Span: July 1, 2022 to August 19, 2022 December 23, 2022
• Uniformly sampled 10 million distinct URLs, out of the billions of URL lookups

Validation
• Span: August 19, 2022 to December 23, 2022
• Domain and Time Split:

Created to simulate a long tail deployment setting.
First-seen time of the URL’s domain (no domain overlap across sets).
79,313 unique URLs, 30,897 unique domains

• Time Split
Created to simulate the industry standard
First-seen time of the URL (no URL overlap across sets).
183,935 unique URLs from 62,961 domains



Results



Distillation Setup



Distilled results



Misclassifications



Conclusion

LLMs show state of the art performance on the task of web content filtering (9% 
accuracy improvement compared to URLTran)
LLMs require 3 orders of magnitude less training data
With distillation the same performance can be achieved with 175 times less 
parameters
Introduced a “signature based” validation split that is more aligned with common 
deployment scenarios for AV vendors


