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Feature Engineering



• Feature engineering is the process of using domain knowledge of the 
data to create features that make machine learning algorithms work.

• “Coming up with features is difficult, time-consuming, requires expert 
knowledge. ‘Applied machine learning’ is basically feature 
engineering.”
— Andrew Ng, Machine Learning and AI via Brain simulations

Feature Engineering
Definition



• Create encoders that can represent individual elements in a set of 
related values while also maintaining their relationships.

• URIs / Domains / Log messages
• Classify and detect outlier and/or malicious activity

• Geo locations
• Typically similar attacks will come from the same geo regions, but 

not necessarily the same countries.

Feature Engineering
Outcome Desired



• Most algorithms require columnar numerical values 

• Models suffer from GIGO (Garbage In/Garbage Out)

• Memory constraints normally impossible to hold the entire data set in 
RAM

Feature Engineering
Machine Learning



• Feature hashing

• One hot encoding

• Ordinal/Label encoding

Feature Engineering
Common Options



• Feature hashing
• Locality of information is lost

• One hot encoding
• Can result in feature explosion
• Dealing with new values not seen in training set

• Ordinal/Label encoding
• Locality is not always obvious
• Dealing with new values is hard also

Feature Engineering
Issues



• Min Hash Shingle

• Min Hash ngram

• Geo Hash

Feature Engineering
Proposed solution



• Ngrams are contiguous sequences of characters from events.
• Camlis -> 3gram -> [“cam”,”aml”,”mli”,”lis”]

• Shingles are to tokens what ngrams are to characters.
• Camlis is really awesome -> 3shingle -> [“camlisisreally”, 

”isreallyawesome”] 

Feature Engineering
ngram/shingling



• Jaccard Similarity
• Very accurate.
• But need to compare every element of a set with every other 

element of the set.

• Min Hash
• Approximates Jaccard by creating ‘k’ hash functions and hashing 

each ngram or shingle, then finding the min value for each hash.
• Events that share min hashes are similar.
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Feature Engineering
Min Hashing



• Encodes all values into a known number of columns.

• New values are handled and if they are similar to fitted values they 
will be similarly encoded.

• Linear time event by event processing.

Feature Engineering
Min Hash Benefits



• Partitions the globe into a hierarchical NxN (32x32) grid, using a z-
curve.

Feature Engineering
Geo Hash Approach



• Calculate a bivariate (3D) normal distribution with the location at the 
peak of this distribution. 

• Based on distance from the grid peak assign values across the grid.

• Results in NxN columns representing a decaying weight from the 
detected action.

Feature Engineering
Geo Hash Approach



• Allows the encoding of all possible geolocations into known number 
of columns.

• New locations are allowed for in the encoding.

• Maintains relationships between geolocations.

• Lookups and values can be precomputed to accelerate encoding.

Feature Engineering
Geo Hash Benefits



Feature Engineering
Demo



Feature Engineering
Demo



Feature Engineering
Demo



Feature Engineering
Demo



Feature Engineering
Demo
Feature Engineering
Demo



Feature Engineering
Demo
Feature Engineering
Demo



Feature Engineering
Demo



Feature Engineering
Demo



Feature Engineering
Demo



Thank You

https://github.com/GaelTadh/rq_feature_engineering
(coming soon)

pmurphy@reliaquest.com
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